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Abstract

Higher dimensional Chern-Simons theories, even though constructed along the
same topological pattern as in 2+1 dimensions, have been shown recently to have
generically a non-vanishing number of degrees of freedom. In this paper, we carry
out the complete Dirac Hamiltonian analysis (separation of first and second class
constraints and calculation of the Dirac bracket) for a group G x U(1). We also
study the algebra of surface charges that arise in the presence of boundaries and show
that it is isomorphic to the WZW, discussed in the literature. Some applications are
then considered. It is shown, in particular, that Chern-Simons gravity in dimensions
greater than or equal to five has a propagating torsion.
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1 Introduction

In a previous paper [}, we have shown that pure Chern-Simons theories in spacetime
dimensions greater than or equal to five possess local degrees of freedom in contrast to
the familiar three dimensional case. The only exception is the Chern-Simons theory based
on the one-dimensional group U(1), which is devoid of local degrees of freedom for any
spacetime dimension. However, whenever the gauge group is of dimension greater than
1, the Chern-Simons action generically contains propagating degrees of freedom.

One way to understand this somewhat unexpected result is to observe that the equa-
tions of motion no longer imply that the curvature vanishes for dimensions greater than or
equal to five. If there is only one gauge field, i.e., if the gauge group is G = U(1), one can
always bring its curvature F' to some fixed canonical form by using the diffeomorphism
invariance (Darboux theorem). Thus, even though F' # 0, one may assume that it has a
fixed form and, therefore, the space of solutions of the equations of motion modulo gauge
transformations is reduced to a single point. If, however, the gauge group is larger, there
are more curvatures. One may bring one of them to a fixed canonical form as for U(1),
but once this is done, there is not enough invariance left to fix the other curvatures in
a similar way. Thus, the space of solutions is now bigger and, consequently, there exist
local degrees of freedom.

The number of local degrees of freedom was explicitly counted in Ref. [ by using the
Hamiltonian formalism. The phase space of the theory was constructed and all the con-
straints were exhibited. We also derived the number of second and first class constraints.
This provided the necessary information to count the number of local degrees of freedom
according to the formula,

/\/:%(P—QF—S), (1.1)

where P is the dimension of phase space, F' is the number of first class constraints and S
is the number of second class constraints (see, e.g., Ref. [B]).

Although the analysis of Ref. [[[] enables one conclude rigorously to the existence of
local degrees of freedom, the second class constraints were not explicitly separated from
the first class ones; only their number was given and the Dirac bracket associated to the
elimination of the second class constraints was not computed either. As it is known, these
steps are quite important and must be carried out before trying to quantize theory.

An interesting feature of higher-dimensional Chern-Simons theories, also displayed in
Ref. [}, is that these are theories invariant under spacetime diffeomorphisms for which the
generator H(x) of timelike diffeomorphisms is not independent from the other constraints.
That is, the timelike diffeomorphisms can be expressed in terms of the spacelike diffeomor-
phisms and of the internal gauge transformations. Now, it is well known that the “super-
hamiltonian” constraint H(x)[t)) = 0 is usually the one that resists an exact treatment in
the quantum theory. This appears quite strikingly in the loop representation approach to
quantum gravity [B]. In the case of higher-dimensional Chern-Simons theories, however,
the “hard constraints” are absent, even though there are local degrees of freedom. Thus,
any state that is invariant under both the internal gauge symmetries and the spacelike
diffeomorphisms is automatically a solution of all the quantum constraint equations. Solv-
ing the “kinematical” constraints associated with spacelike diffeomorphism invariance and
internal gauge invariance, is, however, not entirely straightforward in higher-dimensional



Chern-Simons theories. This is because the components of the connection have non trivial
Dirac brackets and thus do not define simultaneously diagonalizable operators. It makes
the issue of computing these brackets even more pressing.

In this paper, we complete the canonical analysis of higher dimensional Chern-Simons
theory. It turns out that the separation of first and second class constraints is technically
intricate for an arbitrary gauge group G. However, if one considers a Chern-Simons
action for the gauge group G x U(1), the calculations become much simpler. The only
requirement on the group G is that it possesses a non-degenerate bilinear invariant form.
In order to avoid uninteresting (and conceptually trivial) complications, we shall therefore
complete the Dirac bracket analysis only in that case, as well as in the U(1)-case, which
has its own peculiarities.

Three dimensional Chern-Simons theory is well known to induce a rich dynamics at
the boundary []. One may therefore wonder whether this is also the case in higher
dimensional spacetimes. The answer to this questions is affirmative. This problem has
been already considered in the literature [[, ff]. Specifically, in Ref. [f], the connection
between a ‘conformal’ field theory in four dimensions and a Kahler five dimensional Chern-
Simons theory was established. In this work, we explicitly exhibit the symmetry algebra
arising at the boundary for the full Chern-Simons theory with no extra assumption other
than the boundary conditions. For definiteness, we consider Chern-Simons theory in five
dimensions and show that, if the gauge group is taken to be G x U(1), as above, then
the resulting symmetry algebra is just the WZW, algebra (based on G) discussed in Ref.
[], with the curvature of the U(1) factor appearing as a Kéhler form. [For a recent work
dealing with the WZW, algebra see Ref. [[.]

This paper is organized as follows. After a brief survey of our conventions, we review
in Sec. P the results of Ref. []. We recall, in particular, the importance of the so-called
generic condition that was introduced there. Then, we illustrate the generic condition in
the physically interesting context of Lovelock-Chern-Simons gravity (Sec. [), as well as
for some seven dimensional Chern-Simons theories (Sec. f]). In Sec. f, we complete the
Dirac analysis for the U(1) theory, which has no degrees of freedom. We show that in
this theory one needs to break general covariance in order to separate the first and second
class constraints. This is quite analogous to what happens for the superparticle [§, B, [{]
and the analogies are pointed out. We turn next (Sec. f) to the separation of first and
second class constraints in the more general theory with a gauge group G x U(1) and
we work out the Dirac bracket between the basic dynamical variables. In contrast to the
U(1)-case, the analysis can be performed without breaking manifest covariance, by taking
advantage of the peculiar group structure. Finally we discuss the global charges arising
when the spatial manifold has a boundary, and show that they fulfill, in five dimensions,
the WZW, algebra found in Ref. [fj]. We summarize and conclude in Sec. B.

2 Local dynamics

2.1 Conventions and definitions

The Chern-Simons action in higher odd dimensions is a direct generalization of the three
dimensional case. Let us consider a Lie algebra G of dimension N. Let F'* be the curvature



2-formf F* = dA® + 1%, APn A® associated to the gauge field 1-form A®, where f9, are the
structure constants of the gauge group, and let g,, . q,,, be a rank n+1, symmetric tensor
invariant under the adjoint action of the gauge group. The Chern-Simons Lagrangian in
D = 2n + 1 dimensions £**1 is defined through the formula

ALY = gor a0 - A FO (2.1)

The Chern-Simons action I = [y, LZ5"

dard gauge transformations

is invariant, up to a boundary term, under stan-

S AL = — D€, (2.2)

It is also invariant under diffeomorphisms on the spacetime manifold M, 6,4, = £,Aj,
because LZ5 is a (2n + 1)-form. The diffeomorphisms on M can be represented equiva-
lently by

0, A% =~ FS,. (2.3)

This transformation differs from the Lie derivative only by a gauge transformation and it
is often called improved diffeomorphism [[L1].

If the only symmetries of the Chern-Simons action are the diffeomorphisms (2.3) and
the gauge transformations (B.3), then we shall say that there is no accidental gauge
symmetry. How this translates into an algebraic condition on the invariant tensor g,, .. .4,.,
will be described precisely in Sec. 4. As we shall also indicate, the absence of accidental
gauge symmetries is “generic”. Generic, however, does not mean universal and there
exist examples with further gauge symmetries. A typical one is obtained by taking all
the mixed components of g4, 4,., equal to zero, so that the action is just the direct sum
of N copies of the action for a single Abelian field. This theory is then clearly invariant
under diffeomorphisms acting independently on each copy. But there is no reason to take
vanishing mixed components for gq,. q,,,- In fact, for a non-Abelian theory, the form of
the invariant tensor is severely restricted. If the mixed components of g,,. 4, differ from
zero (and cannot be brought to zero by a change of basis), then the action is not invariant
under diffeomorphisms acting independently on each gauge field component A%, because
the invariance of the cross terms requires the diffeomorphism parameters for each copy to
be equal, thus gluing all of them together in a single symmetry.

The Chern-Simons equations of motion are easily found to be

gaal...anﬁ’alA e Aﬁmn =0 (24)

and they reduce to F* = 0 only in the three-dimensional case (provided of course that
gap 1s invertible).

2.2 The Hamiltonian action

In order to perform the Hamiltonian analysis, we assume that the spacetime manifold
M has the topology R x 3, where ¥ is a 2n-dimensional manifold. In this section, we
will concentrate on the local properties of the theory, that is, we will not analyse the

2We denote by F'* = %F i dxt adx? the spacetime curvature 2-form (greek indices run over spacetime
while latin indices run over the spacelike hypersurfaces). The symbol F* will denote the spacelike
curvature 2-form, F'* = %Fi‘;dx% daz?.



special features that arise if ¥ has a boundary or a non-trivial topology. The presence of
boundaries will be considered in Sec. []. We decompose the spacetime gauge field 1-form
A% as Abdat = Afdt+ Ajda’ where the coordinate ¢ runs over R and the z* are coordinates
on Y. Although there is no spacetime metric to give any meaning to expressions such
as timelike or spacelike, we will call time the coordinate ¢ and we will say that X is a
spacelike section as shorthand expressions.

It is easy to see that the Chern-Simons action depends linearly on the time derivative
of A,

1= [ [ A - A, (2.5)

where K, is given by
1

Ko = = g famsonan €2 Fily - P (26)

1112 1on—1%2n "

The explicit form of the function I} (A%) appearing in Eq. (B:) is not needed here but
only its “exterior” derivative in the space of spatial connections, which reads

qui - O _ ol
@7 sAy 0AY
]‘ 1J11...1 a Ay —
- _2n—1 e 2n72gab“1~~“nflFi11i2 T Fi2n7(13i2n72' (2'7>

The equations of motion obtained by varying the action (B.H) with respect to A? are
given by o -
QAL = Q4 DAL, (2.8)
while the variation of the action with respect to Af yields the constraint

K, =0. (2.9)

Of course, Egs. (B.§) and (R.9) are completely equivalent to Eq. (.4). Despite the fact
that Eqs. (2.§) are first order, they are not Hamiltonian. The reason is that the matrix
Q7 is not invertible, as we will see. Indeed, on the surface defined by the constraint
(B.9), the matrix © has, at least, 2n null eigenvectors. The non-invertibility of Q is a
signal of a gauge symmetry. We shall see below that this symmetry is nothing but the
diffeomorphism invariance.

To proceed with the Hamiltonian formulation of the action we shall use the Dirac
method [P]. Since the action (R.F) is linear in the time derivatives of A?, the canonically
conjugate momenta p’ are subject to the 2nN primary constraints,

oL =p, —1I'~0. (2.10)

These constraints transform in the coadjoint representation of the Lie algebra because the
inhomogeneous terms in the transformation laws of p! and I} cancel out.

In principle one should also define a canonical momentum for A§. This would generate
another constraint, p? = 0, whose consistency condition yields the constraint K, = 0. The
constraint p? = 0 is first class and generates arbitrary displacements of A2. One can drop
py and keep Af as an arbitrary Lagrange multiplier for the constraint K, = 0.

bt



It turns out to be more convenient to replace the constraints K, by the equivalent set
Go=—K,+ D;i¢.. (2.11)

This redefinition is permissible because the surface defined by K, = 0, ¢¢ = 0 is equivalent
to the surface defined by G, = 0, ¢¢ = 0. The motivation to replace K, by G, is that the
new constraints G, generate the gauge transformations (-3) and therefore are first class.
Indeed one can easily check that,

&ﬁ:{&a/MGﬁ:—DAW (2.12)
b
The Hamiltonian action takes the form,
l://iM—m@—@A 2.13
» z:[pa ) 0 U, ¢a] ( )
where the Poisson brackets among the constraints are given by
{oh, 41} = Qi (2.14)
{Qsjza Gb} = cab¢lca (215)
{Go, G} =[G (2.16)

Here, f€, are the structure constants of the Lie algebra under consideration.
It follows from the constraint algebra that there are no further constraints. The

consistency condition ‘
G,=0 (2.17)

is automatically fulfilled because G, is first class while the other consistency equation
oL = Qul =0 (2.18)

b

will just restrict some of the Lagrange multipliers uj.

2.3 First class constraints

Equations (B.15) and (B.16) reflect that the constraints G, are the generators of the gauge
transformations and that the constraints ¢’ transform in the coadjoint representation.
This means, in particular, that the G,’s are first class, as mentioned above.

The nature of the constraints ¢ is determined by the eigenvalues of the matrix Q.
It turns out that the matrix Q% is not invertible on the constraint surface and, therefore,
not all the ¢’s are second class. Indeed, using some simple combinatorial identities, one
can prove that K, and Q7 satisfy the identity

QY F = 6, K,. (2.19)

This equation shows that, on the constraint surface K, = 0, the matrix be has, at
least, 2n null eigenvectors (vx)} = FY;, (k = 1...2n). The existence of these 2n null
eigenvectors of () tells us that among the ¢’s, there are 2n first class constraints. These
constraints are given by

H; = Fol, (2.20)
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and they generate the spatial diffeomorphisms (B-J), namely, §A? = {A¢, [/ H;} =
—n’ Fy;. Thus, they satisfy the spatial diffeomorphism algebra, up to gauge transforma-
tions. The presence of these constraints is not surprising because the Chern-Simons action
is invariant under diffeomorphisms for any choice of the invariant tensor g,,..q,,,.- What is
perhaps more surprising in view of what occurs for ordinary Chern-Simons theory in three
dimensions, is that the constraints (R.20) are generically independent from the constraints
G, = 0 generating local internal gauge transformations (F # 0, see below).

One could also expect the presence of another first class constraint, namely, the gen-
erator of timelike diffeomorphisms. However, this symmetry is not independent from the
other ones and hence its generator is a combination of the first class constraints G, and
H;. This can be viewed as follows. The action of a timelike diffeomorphism parameterized

by &4 = (£€°,0) acting on A? is [see Eq. (B-3)],
deAf = —£°Fy, (2:21)

Now, the equations of motion (B.§) are Qi’bFé’j = 0. Let us assume (this assumption will
be clarified below) that the only null eigenvectors of €2 are those given above, then there
must exist some ¢* such that F}y = (*F},. Inserting this result in Eq. (222)), we obtain

e Al = —€°CF Ky, (2.22)

which is a spatial diffeomorphism with parameter £°C*. Hence, timelike diffeomorphisms
are equivalent to spacelike diffeomorphisms on-shell. For that reason, there is no con-
straint associated to normal deformations of the surface. If the theory has ‘accidental
symmetries’, i.e. the matrix 2 has more zero eigenvalues, the above analysis shows that
the timelike diffeomorphisms can still be written in terms of spatial diffeomorphisms plus
the extra ‘accidental’ symmetries.

2.4 Generic theories

We now examine whether the first class constraints G, and H; are independent and
constitute a complete set. At this point, we must distinguish between the N = 1 and
N > 1 cases. Indeed, it turns out that for the Lie algebra u(1), the theory cannot be
obtained as a limiting case from the N > 1 theory.

Consider first the general case with N > 1. The eigenvalues of €2, which determine
the nature of the constraints ¢/, depend on the properties of the invariant tensor go, _a, .,
and, for a definite choice of g, . 4,,,, they also depend on the phase space location of the
system since the constraint surface of the Chern-Simons theory is stratified into phase
space regions where the matrix Q7 has different ranks. For example, F'* = 0 is always
a solution of the equations of motion and, for that solution, €2 is identically zero. There
exist, however, other solutions of the equations of motion for which 2 # 0. The rank of
classifies the phase space into regions with different number of local degrees of freedom.
The key ingredient controlling the maximum possible rank of €2 is the algebraic structure
of the invariant tensor gq, . .a,,,-

We will say that an invariant tensor gq,. .q,,, is generic if and only if it satisfies the
following condition: There exist solutions F}} of the constraints K, = 0 such that



(1) the matrix F; (with b, j as row index and k as column index) has maximum rank
2n, so that the only solution of SkF]fj = 0is & = 0 and therefore the 2n null
eigenvectors (v)} = FY;, (k=1...2n) are linearly independent;

(i) the (2nN) x (2nN) matrix Q% has the maximum rank compatible with (i), namely
2nN —2n; in other words, it has no other null eigenvectors besides (v;)? = F;, (k =
1...2n).

We will also say that the solutions F}; of the constraints K, = 0 such that (i) and (i) hold
are generic. The reason for this name comes from the following observation. For a given
generic tensor g, ..., ,, & solution fulfilling both conditions (¢) and (i) will still fulfill them
upon small perturbations, since maximum rank conditions correspond to inequalities and
therefore, they define open regions. Conversely, a solution not fulfilling conditions ()
or (ii), i.e. located on the surface where lower ranks are achieved (defined by equations
expressing that some non trivial determinants vanish), will fail to remain on that surface
upon generic perturbations consistent with the constraints. Thus, non generic solutions
belong to subsets of the constraint surface of smaller dimension.

The physical meaning of the above algebraic conditions is straightforward. They
simply express that the gauge transformations (B.3) and the spatial diffeomorphisms (B.3)
are independent and that the H; are the only first class constraints among the ¢/’s.

As we stressed above, the N = 1 theory cannot be obtained as a limiting case from
the N > 1 theory. The definition of what is meant by “generic” in the N = 1 case must
therefore be amended as follows. For N = 1, the invariant tensor has a single component
g1..1, which we assume, of course, to be different from zero. The constraint is then

Y DY ) (2.23)
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which implies that the matrix Fj; cannot be invertible. The solutions of Eq. (B.23) are
the set of matrices Fj; with zero determinant. Thus, the equation ¢'Fj; = 0 does not
imply &' = 0 and the constraint (B.23) prevents us from finding solutions of the N = 1
theory satisfying the generic condition of the N > 1 case. This means, in particular, that
the 2n spatial diffeomorphisms are not all independent. Solutions of Eq. (B.23) such that
F;; has the maximum rank compatible with the constraint (P:23) will be called generic.
This rank is clearly 2n — 2. The complete Hamiltonian analysis for the N = 1 theory is
performed in Sec. f.

2.5 Degrees of freedom count (N > 1)

When the generic condition is satisfied, the count of local degrees of freedom goes as
follows. We have, 2 X 2nN canonical variables (A¢,p:), N first class constraints G,
associated with the gauge invariance, 2n first class constraints H; associated with the
spatial diffeomorphism invariance, and 2nN — 2n second class constraints (the remaining
¢'). Hence, we have

N = %[zmjv — 9N +2n) — (20N — 2n),
= nN-—-n—N (2.24)



local degrees of freedom (for n > 1, N > 1). It should be stressed here that this formula
gives the number of local degrees of freedom associated to the open region of phase space
defined by generic solutions.

This formula does not apply to N = 1 because the spatial diffeomorphisms are not
independent in that case. One finds instead that there are no local degrees of freedom
(see Sec. [). For a similar reason, this formula does not apply to n = 1 (D = 3) where
diffeomorphism invariance is completely contained within the ordinary Yang-Mills gauge
invariance.

2.6 The generic condition in the Lagrangian equations of motion

It is instructive to study the implications of the generic condition in the context of the
Lagrangian equations of motion. This provides also an equivalent method of counting
the number of local degrees of freedom. The Lagrangian equations of motion written in
a covariant way are given in Eq. (£4). Upon a (2n + 1)-decomposition, these equations
acquire the expressions given in Egs. (B.§) and (R.9).
If the generic condition is fulfilled, then Eq. (B.§) can be rewritten in the useful and
simple form,
A = DA% + NFFE, (2.25)

where the N* are 2n arbitrary functions of spacetime. This form of the equations of
motion clearly shows that the time evolution is generated by a gauge transformation (with
parameter A2) plus a diffeomorphism (with parameter N'). [Eq. (E.25) follows directly
from Eq. (B.8), and the fact that, in the generic case, 2 has only 2n null eigenvectors
given in Eq. (B.19).] Therefore, the Lagrangian equations of motion can be replaced by
the constraint (R.9) plus Eq. (R.25). Due to the simplicity of Eq. (R.23) we can study its
space of solutions, modulo gauge transformations.
Equation (P.27) is invariant under standard gauge transformations,

AL = =D\, 0ZAL = =" — [\, A", HNF =0, (2.26)
where [-, -] is the commutator in the Lie algebra. Eq. (P.27) is also invariant under spatial
diffeomorphisms

OeAl = —€'F5, 0 A= —E'Fy, 0N =€ +[€ N (2.27)
where now the symbol [-,-] denotes the Lie bracket of two spatial vectors. Of course,

the constraint equation (R.9) is also invariant under both gauge transformations and
diffeomorphisms.
We shall study the solutions of the equations of motion in the gauge

A2=0, N"=0, (time gauge). (2.28)

In this gauge, Eq. (£:29) simply says that A‘; = 0, hence, the configurations are time
independent. It is important to note that the above gauge choice does not exhaust all
the gauge symmetry. The conditions (£:2§) are preserved by gauge transformations and
diffeomorphism that do not depend on time, i.e., by transformations whose parameters
satisfy A% = 0 and £ = 0.



Thus, in the time gauge, we are left only with the constraint equation (R.9) with
the extra condition that the fields are time independent. Equation (B.9) is invariant
under the residual gauge group consisting in time-independent gauge transformations and
diffeomorphisms. In summary, we have 2n/N arbitrary functions of the spatial coordinates,
A%(x"). These functions are restricted by N equations, the constraints (2.9). Also, there
is a (N + 2n)-dimensional residual gauge group which can be used to set N + 2n functions
equal to zero.

Therefore, the number of arbitrary functions in the solutions of the equations of motion
is

2nN — N — (N +2n) =2(nN — N —n). (2.29)

¢

These are the Lagrangian “integration functions” for the equations of motion, which are
twice the number of local degrees of freedom, in agreement with Eq. (2:24).

3 Lovelock-Chern-Simons gravity

The goal of this section is twofold. On the one hand, we exhibit the Lovelock-Chern-
Simons theory as a concrete example with a non abelian internal group for which the
generic condition defined in Sec. P.4 is fulfilled. On the other hand, the analysis of
the dynamics of the Lovelock-Chern-Simons action reveals a rather unexpected result.
It turns out that the torsion tensor is dynamical in this theory, hence the Palatini and
second order formalisms are not equivalent in higher dimensional Chern-Simons gravity,
contrary to what happens in three dimensions.

The Lovelock-Chern-Simons theory (in higher dimensions) is not defined by the Hilbert-
Einstein action but, rather, it contains higher powers of the curvature tensor. However,
the equations of motion are first order in the tetrad and spin connection, and, if the
torsion is set equal to zero, they are second order in the metric. The gravitational Chern-
Simons action is a particular case of the so-called Lovelock action [[J]. For this reason,
we call this theory the Lovelock-Chern-Simons (LCS) theory. It is a natural extension to
higher dimensions of the formulation of 241 gravity given by Achucarro and Townsend
[[3] and Witten [[4]. As we shall see, however, the dynamical content is quite different.
The construction of the Lovelock-Chern-Simons theory has been carried out in Ref. [[J].
Here we briefly review its main features.

Let A4Z be a connection for the group SO(2n,2) [we recall that D = 2n + 1] and
FAB its curvature 2-form (here, the capital indices A, B... run over 1,2...2n + 2). The
connection AP can be split in the form,

AAB — ( _“;Zb/l ez/l ) (3.1)

where | parameterizes the cosmological constant and w® and e® transform, respectively,
as a connection and as a vector under the action of the Lorentz subgroup SO(2n,1).
Hence, w® will be called the spin connection and e® the vielbein. Similarly, the curvature

has the form ,
Fe T/l
FAB = ( iy 0/ ) , (3.2)

10



where F% = R%® 4 l%e‘% e’ and T* = De® is the torsion tensor.
The SO(2n,2) Chern-Simons Lagrangian is defined by making use of the Levi-Civita
invariant tensor,
ALLCS = €Aty P20 - FAmiAinss, (3.3)

Since €4, 4,,,, is an invariant tensor of SO(2n,2), we say that Lycg is a Chern-Simons
Lagrangian for the (adS) group SO(2n,2). When written in terms of the vielbein and
spin connection, the Lagrangian defined in Eq. (B.J) is a particular case of the Lovelock
Lagrangian considered in Ref. [[J]. Black hole solutions for this action have been found
in Ref. [[4].

The equations of motion for this theory are

€ABA .. Agy 20 A A = (3.4)

which are explicitly invariant under SO(2n,2). Splitting the curvature F4P as in Eq.
(B-7), these equations separate into the two sets of equations,

€fla1...a2nFa1a2A coop fO2n—102n 07 55

Eabal...azn,lFalazA v, J92n—3a2n—2 pan-1 _ 0,

which are the equations of motion following from varying the action with respect to the
vielbein and spin connection, respectively. After the split has been made, the equations
are explicitly invariant only under SO(2n,1) but, in view of Eq. (B.4), they are in fact
invariant under the larger group SO(2n,2). Note that, as mentioned above, T* = 0 is
always a solution of Eq. (B.f]) and, in 2 + 1 dimensions, it is the only solution. We now
prove that, for n > 1, this is not the most general solution and dynamical T* # 0 modes
exist.

For simplicity, we consider the five dimensional case. As it has been shown in Ref.
[[1], the Lovelock Lagrangian written in the second order formalism (7% = 0) has the
same number of degrees of freedom as the Hilbert Lagrangian. Thus, in five dimensions,
the theory with zero torsion carries D(D — 3)/2 = 5 local (physical) degrees of freedom.
On the other hand, since the Lagrangian L;cg defines a Chern-Simons theory we can
count the number of degrees of freedom by using the formula (P:24). However, before
we can apply that formula we need to prove that the Lovelock-Chern-Simons theory is
generic in the sense defined in Sec. R.4.

The constraint for this theory is

eapopprF PR FFF =0, (3.7)

where F¢P = %FZ?D dx‘rdz? are the spatial projections of the 2-form curvature. To prove

that this theory is generic, it is enough to find one solution for which the matrix €2 has
maximum rank. The 2-form curvature given by

F12 = da'ada® + da®ada?,
F3¥ = dz'ide? — da®adat, (3.8)
F* = da'ada® + da®nda?.

11



with all other components equal to zero satisfies the constraint (B.7]) and has maximum
rank. The proof of this statement is straightforward. One looks at the equation

EABCDEFFCDAVEF = 0, (39)

where VEF is a one form. Due to the fact that F'2, 3 and F®® are non-degenerate
2-forms, one easily obtains that this equation possesses only four independent solutions,
that is, €2 has the maximum rank.

Note that F4# given in Eq. (B-§) does not have any zero column in the indices (A, B)
therefore this solution clearly has a non-zero torsion [see Eq. (B3)]. Note also that the
above curvature can be derived from the connection W45

w2 = zlde? + 23ds?,
W3 = 2lda? — 23da?, (3.10)
W = zlde® + 22dat.

with all other components equal to zero. Thus, F4Z given in Eq. (B.§) represents an
allowed physical configuration.

The existence of the above solution ensures that this theory is generic and therefore we
can apply the formula (B.24) to count the number of degrees of freedom. In five dimensions,
the Lovelock-Chern-Simons theory is a Chern-Simons theory for the Lie algebra SO(4,2),
of dimension 15. Hence, formula (2.24) gives 2 x 15 — 15 — 2 = 13 local degrees of
freedom. Thus, this theory indeed has more degrees of freedom than the metric theory.
This reflects the fact that setting the torsion equal to zero eliminates degrees of freedom.
In other words, Lovelock theory, at least in the case considered here, has a dynamical
torsion.

4 The seven dimensional case

In Ref. [[], examples fulfilling the generic condition were explicitly given only in five
dimensions. We exhibit in this section seven dimensional examples for which the generic
condition is satisfied. In this case, there exists a ‘simple’ choice for the invariant tensor:
We can take the rank-four invariant symmetric tensor g,.q given by

Gabed = Gab9ed T JacGbd T GadYbes (4.1)

where g, is an invariant metric on the Lie algebra. We prove in this section that if g4, is
invertible, then the associated Chern-Simons theory is generic. This means, in particular,
that the seven dimensional theory with the choice (f.) — or with any other choice of
invariant tensor sufficiently close to it — is generic for any simple Lie algebra.

The constraint in this case reduces to the simpler form

K,=—F F'\F, =0, (4.2)

where the internal indices are raised and lowered with g,,. Here F'* = %Fi‘;dxiAdzj, and

we regard the constraint as a 6-form. Similarly, €2 is a 4-form given by,

Qab = _gach/\Fc - 2Fa/\Fb. (43)
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We want to find solutions to Eq. (£3) so that  has maximum rank. Thus, we are
interested in the number of solutions of the null eigenvalue problem

Qun VP =0, (4.4)

where V? is a 1-form vector, and F® satisfies Eq. ([J). We already know that this
equation has six independent solutions which are of the form V* = F2&/. We will now
show that there exists a solution to the constraint (f.) for which © does not have any
other null eigenvectors.

The constraint (.9) is solved by the following expression for F'*:

F* = fUda*nde® + g*da®nda* + hdx® rda®, (4.5)
where
fa = %+ \/gya7 ga — 7% — \/gya7 e — @ (46)
and z%, y* are two vectors satisfying x%x, = 1 = y*y,, %y, = 0. Here we have assumed
that g, = 04 only for simplicity. The analysis can be carried out for any invertible g,.
The matrix 2 evaluated for this solution is equal to
Qab =2 (Aab dl’l/\dl’2/\dl’3/\dl’4
+ Bab dl’l/\dI2AdI5A dl‘6 (47)
+ Oy dx%dx%d:&dxﬁ) ,

where

Aw = (f°9e)9ab + fags + foGa,
Bay, = (f°he)gap + faho + foha, (4.8)
Cab = (hcgc)gab + hagb + hbga-

An immediate set of null eigenvectors of €2 comes from the observation that A%, g* and
f* are, respectively, null eigenvectors of A, B and C'. These eigenvectors are easily seen
to correspond to the diffeomorphisms eigenvectors SZFZ‘;

To prove that this theory has maximum rank, it is now enough to prove that the
matrices A, B and C do not have any further null eigenvectors. This is most easily shown
by going to the particular basis in which,

z* = (1,0,0,...,0), y*=1(0,1,0,...,0). (4.9)
Then, the vectors f, g and h have the form
f*=(1,v3,0,...,0), g¢*=(1,-v3,0,...,0), h*=(1,0,0,...,0) (4.10)

and A, B and C have the block form

0 0] o0
A=1|0-8[0 |,
0 0|2l



(4.11)

o»—ng
o

|
o=
&Noo
~lo o

S
|
o&w

C = _

OSC«O
w

where [ is the identity in the (N — 2) x (N — 2) subspace orthogonal to z% and y*.
Accordingly, A, B and C' have rank N — 1 showing that each of them has only one null
eigenvector. These eigenvectors are, respectively, h®, g* and f°.

Thus, we have proved that the seven dimensional Chern-Simons theory defined by the
invariant tensor given in Eq. ([L) provides another example of generic theories.

5 The (N =1) Abelian theory

The N = 1 theory was first studied in Ref. [[[§] were the absence of degrees of freedom for
this theory was pointed out. Here we shall analyse this theory along the lines introduced
in Sec. f. Our main goal is to display the differences between the N = 1 and N > 1
theories.

As it was pointed out at the end of Sec. P.4, the N = 1 theory needs a special
treatment. We defined in that section the generic solutions of the constraint as those for
which the matrix F}; has the maximum possible rank 2n — 2.

Let us split the 2n spatial coordinates x' into (2%, 2P) where z* = (x!,2?%) and 2P =
(23, 2%, ..., 2°"), so that the gauge field takes the form

Aidr' = Andx® + Ayda® (5.1)
and the curvature can be written as
Fyda'nda? = Fopda®nds® + 2F,,dv"sdaP + FpydaPrdz?. (5.2)

The generic condition for the N = 1 theory can be implemented by requiring that the
(2n — 2) x (2n — 2) matrix F,, appearing in Eq. (5.2) is invertible, i.e.

det F,, # 0, (5.3)

so that F;; has the maximum rank 2n — 2. By a change of coordinates, one can always
make a generic F}; to fulfill the condition (B.3).

5.1 Dirac brackets and first class algebra

Once the maximum rank condition over F, is imposed, the constraints ¢' = (¢*, ¢?) split
naturally into first and second class. To see this, we first note that Q% (the projection
of Q% along the coordinates x*) can be written as

QF = By (5.4)




where f is the Pfaffian of £,

f = €p1--~p2n72Fp1p2 o 'Fp2n73102n72 = det F;Dq (55)

and €? is the Levi-Civita tensor in the 2-dimensional manifold labeled by the coordinates
o, Since the determinant of F),, is different from zero, the 2 x 2 matrix Q7 is invertible.

Let J be its inverse:
2n—1
f Eag, (56)

Jop =

which satisfies J,3Q% = 7.

The invertibility of Q*° implies, from Eq. (B.14), that the two constraints ¢® are
second class. Consequently, their associated Lagrange multipliers u, can be solved from
Eq. (2.13),

Uo = o, (5.7)

As we have seen, one may take as first class constraints the 2n combinations H; =
F,;¢7. In the N =1 case, there are only 2n — 2 independent constraints among the H,’s,
since the matrix Fj; is of rank 2n — 2. If we recall that the matrix [}, is invertible,
we can take the independent first class constraints to be H, = F,,¢? + F,,¢®. The
system of constraints (¢*, H,) provides a system equivalent to the system (¢’), in which
the constraints are manifestly split into second and first class. Upon elimination of the
second class constraints, we obtain the corresponding Dirac bracket

{4, B}" = {A, B} —/EdZ{A, 0% (2)}as(2){9”(2), B}. (5.8)

The smeared generators G(\) = [, AG and H(¢) = [ PH,, where H, = F,,¢? + A,G
satisfy the Dirac bracket algebra,

{GO).GmY = 0, (59)
(.G} = GEdN), (5.10)
), HOY = H(E Q) (5.11)

where [, (JP = £9¢P,, —(C9€P,, is the Lie bracket of the two vectors & and (?. The above
algebra is self explanatory; G generates gauge transformations and H, generates diffeo-
morphisms in the a? directions. Equation (p.I(), on the other hand, tells us that G
transforms as a scalar under diffeomorphisms.

This completes the problem of relating the first class algebra with the symmetries of
the Chern-Simons action. A different question is whether the above constraints encode
all the symmetries of the action. Two evident missing pieces are diffeomorphisms along
the z® directions and timelike diffeomorphisms. It turns out that these symmetries are
generated by the above constraints. The proof of this statement is straightforward. The
key point is the fact that the equations of motion trivialize the timelike (as in the case
N > 1) and z*-diffeomorphisms. That is, when acting on the space of solutions of the
equations of motion, these symmetries reduce to the identity. For this reason, there are
no independent first class constraints associated to them. In a canonical language, the
generators of timelike and x®-diffeomorphisms are linear combinations of the generators
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of gauge transformations and zP-diffeomorphisms. This is reminiscent of the 241 theory
where the whole diffeomorphism invariance can be expressed in terms of the local gauge
transformations.

There is thus a gradation that can be summarized as follows: in three dimensions, the
diffeomorphisms can be expressed in terms of the internal gauge transformations for any
choice of the gauge group. In higher dimensions, some of the diffeomorphisms become
independent gauge symmetries (in the generic case). These are 2n — 2 of the spatial
diffeomorphisms if the gauge group is one-dimensional, and all the spatial diffeomorphisms
otherwise. The timelike diffeomorphisms are not independent gauge symmetries in any
(generic) case; they can always be expressed in terms of the other symmetries.

5.2 Absence of local degrees of freedom

Having determined the first and second class constraints we can now proceed to count
the number of local degrees of freedom of this theory. We have 2n canonical variables A;
and 2n canonical momenta p’. To this number, 4n, we subtract the number of second
class constraints, namely 2, and twice the number of first class constraints, 2 x (2n — 1),
so that

N =4n—2-2x (2n—1) =0. (5.12)

Thus, there are no local degrees of freedom. This is a pure topological field theory and
the only degrees of freedom that may be present are the global ones. We must stress
again, however, that this is a peculiarity of the N = 1 theory, which is in that sense a
poor representative of the general case.

5.3 Reduced action

It is instructive to write down the reduced action once the second class constraints have
been solved. Since the constraints ¢“ are linear in the momenta, this is easily achieved.
Upon inserting the solution inside the action, one obtains a reduced action for the relevant
dynamical fields and Lagrange multipliers,

S[Aa, Ay, pP; Ag, NP] = /é)% /E 19( A, A Ay + pPA, — AyG — NP, (5.13)

which must be varied with respect to all its arguments.
The symplectic structure is not canonical due to the presence of the factor [*(A,, 4,)
in the first kinetic term. The symplectic form

W= % [(9°640 845 + 20754, 64, + 25A,.57) (5.14)
X

is, by construction, invertible and its inverse provides the Dirac bracket

{AQ7A5}* = Jaﬁ’ {ACHAP}* = 07 {Aavpp}* = Jaﬁgﬁpa
{Ap’ Aq}* = 0> {Apapq}* = 5;?;7 {pp’pq}* = Oa

which is equivalent to that defined in Eq. (5.§), in agreement with the general theory [H].

(5.15)
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5.4 Comparison with superparticle

The canonical analysis of the U(1)-Chern-Simons theory in higher dimensions presents
many similarities with that of the superparticle (see, e.g., Ref. [g] and references therein).
In both cases, although the original action is manifestly covariant to begin with, one
cannot reach a complete canonical formulation without breaking explicitly this manifest
covariance. This is because one cannot isolate covariantly the second class constraints
B]. Furthermore, although one can write down a complete set of first class constraints
that transform covariantly (here, the constraints Fj;¢’), these first class constraints are
redundant, implying in a BRST treatment the presence of ghosts of ghosts. Again, one
cannot isolate covariantly a complete, irreducible, set of first class constraints.

There is another interesting similarity: if one chooses to work with the covariant,
redundant, first class constraints Fj;¢’, one finds that the reducibility identities are

Wy — (5.16)
(on the constraint surface G = 0) with

ki __ _kiiy...ion—2
n=c " Eliz e

: Fi2n737;2n72 (517>

These reducibility identities, in turn, are not independent since Fy,u*’ = 0 (weakly), and
this reducibility of the reducibility is itself not irreducible, etc. One is thus led to an
infinite tower of reducibility identities, requiring an infinite set of ghosts of ghosts in the
BR ST formulation, exactly as in the superparticle case [g, [(].

6 The G x U(1) theory

The Hamiltonian analysis performed so far in the N > 1 case is incomplete because (i)
the second class constraints have not yet been eliminated and (i7) in the case of manifolds
with boundaries, it is known that the Hamiltonian has to be supplemented with some
boundary terms [[9], a problem not yet discussed. These two issues are cumbersome
on the computational side — even though conceptually easy — if one works with an
arbitrary Lie group G and, actually, they cannot be treated in a general covariant way.
It is surprising, therefore, that a drastic simplification takes place if one couples a U(1)
factor to the group GG. To avoid unessential technical difficulties, we shall restrict our
attention to that case, which illustrates all the conceptual features. In this section, we
solve all second class constraints and compute the Dirac bracket. In the next section,
we deal with the boundary terms necessary to make the Hamiltonian well-defined. For
simplicity, we work explicitly in five dimensions but we shall indicate how the results
obtained here can be extended to any odd dimensional spacetime.

6.1 The invariant tensor for G x U(1)

Consider the Chern-Simons action in five dimensions for the Lie group G x U(1). [In this
section capital Latin indices A, B... run over G x U(1). Small Latin indices a,b... run
over G, and 1 denotes U(1).] It is straightforward to see that the invariance condition
on the tensor g4pc implies the following restrictions on its components. The components
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Jabe, Jap1 and gq11 must separately be invariant under the adjoint action of G, and g;17 is
an arbitrary constant.

We shall now impose three extra conditions on the group G x U(1) and its invariant
tensors. First we assume that g,11 is zero. Usually, this is not an additional requirement
because, in general, there is no vector invariant vector under the adjoint action of G.
Second, we assume that G admits an invariant non-degenerate quadratic form g, as it
is the case if G is semisimple, and we take

Gabl = Gab- (61)

Finally, we impose
g1 = 0. (6.2)

This condition is justified on simplicity grounds since, as we shall see below, it allows
for a simple separation between first and second class constraints. Note that the gauge
fields associated with G and U(1) respectively are not decoupled in the action, because

Gabl 7& 0.

6.2 Dirac Brackets

An immediate consequence of this choice for the invariant tensor is that the second class
constraints can be explicitly isolated and solved, at least in a generic region of phase
space.

The constraint equations (K4 = _%gABCFB/\FC = 0), in this case, are
1
K, = —§gachbAFc ~FY"F,=0 (A=a) (6.3)
1
K, = —§gabFaAFb =0 (A=1) (6.4)

An obvious solution for these equations is £'* = 0 and ' completely arbitrary. The
matrix 2 evaluated on this particular solution has the block form

i 0 0
Q/ZB|F“=0 = ( 0 } _lg b€ijlekll ) . (6-5)
2 a

If the matrix Fé is non-degenerate, then Q) (evaluated on that particular solution) has
the maximum rank 4N — 4. Hence, we have proved that the G x U(1) theory is generic
in the sense described in Sec. 2-4. Of course, a degenerate F'! provides also a solution for
the equations of motion. Such a solution, however, belongs to a different branch of the
theory with a smaller number of local degrees of freedom.

Since the solution F'* = 0 and F' non-degenerate is such that the matrix € has
maximum rank, a sufficiently small perturbation around it will not change this rank (the
rank is a semi-continuous function from below). Thus, on the portion of phase space
around the solution {F® = 0,det F' # 0}, the sub-matrix Q% is invertible. This means
that among the primary constraints ¢%, the subset ¢’ is second class. Moreover, since the
matrix Fé is invertible in an open region around the above solution, one can replace the

set of constraints (¢, ¢}) by the equivalent set (H;, ¢,), where H; = FL¢l + Fi¢] are the
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first class constraints that generate the diffeomorphisms. In this new set, the constraints
are separated into first class and second class. The technical simplification that motivated
the choice of group G x U(1) appears precisely here: the separation of the constraints
into first and second classes can be easily achieved.

Once the second class constraints have been isolated one can compute the Dirac
bracket. We define the inverse of the matrix Q% by

QO Ji = 6165 (6.6)
The Dirac bracket among two phase space functions A and B is then given by

{A,BY = {A, B} = [ d={A,6i(2)} J2(2) {61(2), BY, (6.7
which gives the following Dirac bracket relations among the elementary variables:

{Ag, Abyr = 2 {Ag, A} =0, (A2, p} = Ty,

7 ] 7,_j7

{Alm} =0, {AL A} =0, {r,p}* =0

The brackets of the variable A} with the other variables are simple. However, the brackets
of the variables A} among themselves and with the pl’s are more involved. In the quantum
theory, the A¢’s are not commuting operators. An interesting question not investigated
here is to find an explicit realization of the Dirac bracket algebra in terms of commutators.
This question is not straightforward, because the left hand sides of the Dirac brackets
among the basic variables are not c-numbers.

If we now work with the Dirac bracket, we can set the second class constraints strongly
equal to zero and keep only the first class ones in the formalism. These are given by G,, G
and H; defined in Eqgs. (B.11]) and (R.20), respectively and are the generators of internal
gauge transformations and of spatial diffeomorphisms. After the second class constraints
have been set equal to zero, these generators simplify to

(6.8)

G, = —-K, (6.9)
G, = —K|+0¢, (6.10)
Hy = Flo, (6.11)

One can easily check that, in the Dirac bracket, G, and G, given above satisfy the
Lie algebra of G x U(1) and H; satisfy the algebra of diffeomorphisms up to a gauge
transformation.

The same analysis can be performed in all odd dimensions greater than five provided
that the invariant tensor ga, a,...a,,,, satisfies the conditions gi1..1 = 0, ga1..1 = 0, gapi1..1 =
gap (With gop an invertible invariant metric), while all the other components are invariant
tensors of G. Again, the configuration F'* = 0, det F'* # 0 is a maximum rank solution
for the constraint equations and therefore the theory is generic.

7 Global symmetries and WZW, algebras

We turn now to the problem of boundary conditions and boundary terms when the spatial
manifold has a boundary, again in the simple context of a gauge group of the form GxU(1).
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There is a special motivation for doing this. Indeed, a four dimensional analog of the WZW
Lagrangian exists [[f]. This model is characterized by a symmetry algebra that generalizes
the familiar Kac-Moody algebra in two dimensions, and which has been called WZW,
algebra [f, [. It is a natural question to see whether this algebra can be obtained from a
Chern-Simons theory in five dimensions just as the Kac-Moody algebra is generated from
the 2+1 Chern-Simons theory [[] (see also Ref. [0]). This problem has been already
studied in the literature in interesting works that considered modifications of the Chern-
Simons action. In Ref. [{], the Yang-Mills action was added to the Chern-Simons action
in order to make the symplectic structure simpler. This procedure, however, breaks the
diffeomorphism invariance. In Ref. [d], a Chern-Simons theory coupled to a fived Kdlher
form is considered. This procedure breaks also part of the diffeomorphism invariance of
the theory. Finally, 4D currents arising from the Abelian N = 1 Chern-Simons theory
have been studied in Ref. [27].

It is the purpose of this section to prove that the issue of global charges in pure Chern-
Simons theories can be analysed in the full unmodified non-Abelian theory without making
any particular assumptions (other than the boundary conditions). In this paper, however,
we do not study the effective Lagrangians arising at the boundary, but only the algebras.

As usual in any gauge theory, in the presence of boundaries, the gauge symmetries
split into “proper” and “improper” gauge symmetries. The proper symmetries are those
transformations which are generated by the constraints through Poisson brackets. Their
generators are thus weakly zero. Improper symmetries, on the other hand, are generated
by the constraints supplemented with a (non-vanishing) boundary term. They should be
viewed as global symmetries. After the gauge is fixed and the constraints are strongly
set equal to zero, these boundary terms, the charges, ‘survive’ and satisfy a well-defined
Dirac bracket algebra at the boundary.

Consider the Chern-Simons theory for the group G x U(1) discussed in the last section
and consider a gauge transformation along G with a parameter n*. We define

Gaoln) = [ n°Ga+ Q) (7.1

where the charge () has to be adjusted so that G¢(n) generates the transformation § A% =
— Dn® for the gauge field, even at the boundary. By direct application of the Dirac bracket
defined in Eq. (B.7), the transformation induced by Gg(n) on A¢ is given by,

0Go(n)
6Ab(x)

0, A (2) = {Af (2), Go(m)}* = Ji () (7.2)
Recall that since we are working with the Dirac brackets, the generator G, (for the group
G x U(1)) has the simple expression G, = —K,.

We need to compute the functional derivative of Gg(n). From the definition of G,
one finds that if the charge @) satisfies the equation

5Q = /8 N (Gase Fr LAY + gay F1 15 A), (7.3)
2
then, the derivative of Gg(n) is well-defined and given by
0Gq(n) _ ij b
(514?(:6) - Qab(x)DJn (SL’) (7.4)
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Formula ([.2), together with Eq. (6.4) gives 0A? = —D;n®, as expected.

There are two remaining things to be checked before we can fully promote Gg(n) to
the generator of gauge transformation with a parameter 7. First, we need to integrate
relation ([733) in order to extract from it the value of (). Second, we need to compute the
algebra of Gg(n).

In order to integrate Eq. ([7.d), we shall impose the following boundary conditions,

F*=0, F'=w= fixed 2-form, (at the boundary). (7.5)

The charge @ for these boundary conditions is then given by

Qn) = /82 wn A 10’ Gab. (7.6)

Now we turn to the problem of the algebra of Gg(n). The Dirac bracket of two
generators Gg(n) and Gg(p) is

{Gal), Galp)}" = [, Qum Dy D" (7.7)

After an integration by parts, keeping all boundary terms, and using the Jacobi identity
for the structure constants f9%, of the group G, the right hand side of Eq. ([.7) can be
written as

{Go). G} = [[A'Cut [ _wrlnplaA+ [ wondp® — (73)

where [, p]* = f%.n°p¢. The boundary term in the right hand side has two pieces. The
first term is precisely the charge Q([n, p]) that regularizes the bulk integral. The second
term, on the other hand, does not depend on the fields that are varied at the boundary
and, therefore, is a central term. The algebra ([-§) can then be rewritten in its final form,

{Gan). Galp)}" = Golln.pl) + [ _wamudp’ (7.9)

As we can see, this algebra is not homomorphic to the original algebra of G but it is a
non-trivial central extension of it. (The possibility of non-trivial central charges in the
canonical realization of global charges given by surface integrals was demonstrated in
general in Ref. [BI].) This algebra was first obtained in Ref. [{]. In that paper, the
role of F'! = w was played by a non-dynamical Kahler form while here, it appears as the
curvature of the U(1) factor.

The algebra ([.9) is a natural generalization of the Kac-Moody algebra existing in
two dimensions. We have shown in this section that, as one could have expected, Chern-
Simons theory in five dimensions generates a ‘conformal’ theory on the four dimensional
boundary.

This analysis can be repeated in higher dimensions with an invariant tensor that
fulfills the conditions spelled out in the previous section. One finds that the algebra of
the charges is simply

{Gon),Galp)} = Galln.p) + [ _wrwn ...ownmudp’, (7.10)

where w is a fixed two-form. In analogy with the four-dimensional terminology, it may be
called “WZW,,, algebra”.
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8 Conclusions

We have shown that higher dimensional Chern-Simons theories, even though constructed
along the same topological pattern as in 2 4+ 1 dimensions, have local degrees of freedom
provided that the invariant tensor that enters the action fulfills an appropriate generic
condition. This condition implies that there are no accidental gauge symmetries, so that
the number of gauge symmetries grows more slowly with the dimension of the gauge
group than with the number of dynamical variables. This result cannot be anticipated by
analysing the case of a single abelian field, which is not representative of the general case.

Chern-Simons theories in higher dimensions provide, accordingly, examples of theories
that are generally covariant without involving a dynamical metric, and yet, that carry
local dynamical degrees of freedom. Therefore, they constitute counter-examples to the
belief that such theories can contain only global or surface degrees of freedom.

We have illustrated the presence of local degrees of freedom with examples in seven
dimensions. These examples complement the five dimensional examples given in Ref. [I].
We have also applied the analysis to Lovelock-Chern-Simons gravity in any odd dimensions
and have established by a mere count of the number of local degrees of freedom that the
first order (Palatini) and the second order (metric) formalisms are not equivalent.

We have also shown that the timelike diffeomorphisms do not lead to independent
constraints. The implications of this remarkable feature for the quantum theory remain
to be explored. As a first step, it would be interesting to investigate how the loop rep-
resentation must be defined when the connection obeys the non trivial Dirac brackets
computed above.

We have finally studied the global charges that naturally arise in the presence of
boundaries and have shown that, at least for the gauge group G x U(1), the gauge genera-
tors satisfy the WZW, algebra in five dimensions, just as the Kac-Moody algebra arises in
manifolds with boundaries for Chern-Simons theories in 2+1 dimensions. This WZW, al-
gebra can be generalized to the WZW,,, algebras, which appear again as global symmetry
algebras on the boundary for Chern-Simons theories in dimension 2n + 1.
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